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ABSTRACT
Future networks are expected to support cross-domain, cost-aware
and fine-grained services in an efficient and flexible manner. Ser-
vice Function Chaining (SFC) has been introduced as a promising
approach to deliver these services. In the literature, centralized
resource orchestration is usually employed to process SFC requests
and manage computing and network resources. However, central-
ized approaches inhibit the scalability and domain autonomy in
multi-domain networks. They also neglect location and hardware
dependencies of service chains.

In this paper, we propose federated service chaining, a distributed
framework which orchestrates and maintains the SFC placement
while sharing a minimal amount of domain information and control.
We first formulate a deployment cost minimization problem as
an Integer Linear Programming (ILP) problem with fine-grained
constraints for location and hardware dependencies, which is NP-
hard. We then devise a Distributed Federated Service Chaining
placement approach (DFSC) using inter-domain paths and border
nodes information. Our extensive experiments demonstrate that
DFSC efficiently optimizes the deployment cost, supports domain
autonomy and enables faster decision-making. The results show
that DFSC finds solutionswithin a factor 1.15 of the optimal solution.
Compared to a centralized approach in the literature, DFSC reduces
the deployment cost by 12% while being one order of magnitude
faster.
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1 INTRODUCTION
In recent years, due to the rise of edge computing and Internet of
Things (IoTs), there is a significant increase of diverse applications
across heterogeneous network domains [5], [26]. In addition, these
applications are greatly dependent on computing and network
resources (e.g., CPU, memory, bandwidth) [23], [8], [14]. In practice,
Service Function Chaining (SFC) has been introduced as a promising
approach to deliver these complex end-to-end applications [15]. In
particular, the SFC deployment consumes computing and network
resources which are significantly associated with the revenue of
service providers.

In the meantime, network services are shifting from central-
ized clouds to distributed edge networks [7]. With more and more
edge service operators joining the market, the network is becom-
ing increasingly more fragmented across different administrative
domains. Towards this end, we envision that future network ser-
vices will span across cloud data centers, ISP and edge networks.
Figure 1 shows such an example. It exemplifies three administrative
domains with multiple clouds, ISP clouds and edge clouds. There
is a jaywalk detection SFC, that detects where people jaywalk, to
determine where to install crosswalks [3].

Realizing this application requires a high degree of resource shar-
ing and coordination across multiple administrative domains. How-
ever, existing SFC schemes are unable to support this architecture
because they either focus on a centralized resource orchestration
[12] [22] or only consider inter-cloud collaboration [25] [9], both
of which assume that all the topological and resource information
are known and that a centralized orchestrator has the control and
visibility of all the domains. On the contrary, network operators are
notoriously known for restricting the exchange of detailed network
information such as topologies, resources and services [11] [1] as
doing so could mean revealing their own business-sensitive compet-
ing advantages. As a result, a network operator prefers to manage
the administrative domain by using its own orchestrator. The dis-
tinct management policies and the lack of detailed intra-domain
information in domains of other operators exacerbate the difficul-
ties in multi-domain networks. Clearly, existing works would fail to
find hosting nodes and routing paths for the SFC request because
the topology and resource information are confidential in each
domain. Centralized and inter-cloud based solutions are also chal-
lenged by management complexity which is brought by the scale of
multi-domains. Orchestrating different domains such as public data
centers, edge clouds, customer premises is very complex for a cen-
tralized orchestrator due to the sheer volume of incoming requests
and computational resources. Consequently, the current centralized
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Figure 1: An example for SFC in 3-tier (cloud-ISP-edge) ar-
chitecture

approaches also lacks of scalability to support large-scale networks
with multiple domains.

Moreover, certain Network Functions (NFs) are location and
hardware dependent. For example, Figure 1 demonstrates that the
object tracker should be placed at Domain California if the jay-
walker behaviour in California is to be researched. Hence, there is
a need to specify the domain. The object classifier usually needs
GPUs to support complex Deep Neural Networks (DNNs) to rec-
ognize jaywalkers and cars. A cloud can be equipped with specific
hardware such as GPUs. For this reason, the object classifier should
be placed at a cloud rather than an edge cloud. Hence, there is also
a need to specify the tier. In this paper, we use the term ‘tier’ to
refer to the type of a cloud.

To overcome these challenges, we propose a federated SFC
scheme which will not only be scalable but also preserve auton-
omy and privacy of each participating domain. Our federated SFC
scheme supports these by distributing SFC decision making process
among relevant domains. Additionally, our federated scheme also
enables network operators to take full advantage of the underlying
infrastructure in different locations and domains. To the best of our
knowledge, this is the first paper to jointly consider the domain
autonomy, privacy and scalability in the SFC deployment problem.

Then, we formulate the SFC placement problem as an optimiza-
tion problem aiming to minimize the cost of computing resources
and traffic routing in monetary term. In addition, we provide con-
straints to specify the affinity correlation of an SFC request with
domains and tiers, respectively. We propose a Distributed Feder-
ated Service Chaining (DFSC) placement algorithm which embeds
a 𝑘-shortest path algorithm [24] in an aggregated graph. Our pro-
posed distributed approach merely requires the information of
inter-domain paths and border nodes which can be achieved by
Border Gateway Protocol (BGP). As illustrated in Figure 1, the SFC

request will be partitioned into sub-requests by the ingress orches-
trator (i.e., orchestrator C) based on the aggregated graph. Then, the
sub-requests are assigned to orchestrator A, B and C, respectively.
Thus, the orchestrator A, B and C will hanlde the sub-requests in
their own domains to preserve the autonomy and privacy. Also, the
decision-making time is significantly reduced because SFC requests
are simultaneously processed by multiple orchestrators.

We conducted extensive simulations in two topologies with dif-
ferent scales. We compare our results with the Gurobi solver [13] to
demonstrate the optimality gap and validate the proposed scheme.
We also implemented the SFCO-AMD (SFC orchestration across
multiple domains) approach which manages the multi-domain envi-
ronment with a centralized orchestrator [22]. We selected the SFCO-
AMD to demonstrate the efficiency of the proposed distributed
framework in terms of cost reduction and decision-making time.
The experiments demonstrate that the DFSC algorithm is within
a factor 1.15 of the optimal solution while being several orders of
magnitude faster than Gurobi. Compared to the SFCO-AMD ap-
proach, DFSC efficiently reduces the overall deployment cost by
12% and is at least one order of magnitude faster.

In short, our contributions are as follows.
• We formulate an Integer Linear Programming (ILP) problem,
which takes the location and hardware dependency into
account, to minimize the deployment cost.

• We propose a distributed framework which significantly
reduces decision-making time and improves the scalability
while using a minimal amount of information. This preserves
domain autonomy and privacy.

• We have conducted extensive simulations to evaluate DFSC
against the Gurobi solver and SFCO-AMD to demonstrate
the optimality gap and validate the proposed framework.

The rest of the paper is organized as follows. Section 2 summarizes
the main related works, Section 3 introduces the system model,
Section 4 proposes the optimization problem, Section 5 presents
the proposed DFSC algorithm, Section 6 evaluates the algorithm
by means of experiments, and, finally, conclusions are drawn and
future works are outlined in Section 7.

2 RELATEDWORK
Some previous research works focused on the SFC orchestration
problem by considering NF placement, traffic routing and NF chain-
ing in a multi-domain environment. Sun [22] has proposed the
SFCO-AMD approach by using a centralized approach. The key
idea is to partition the SFC requests by using the link status infor-
mation such as the minimum latency. Gouareb [12] considered a
multi-domain framework to minimize the overall latency which
is defined as queueing delay within the edge clouds and inter-
cloud links. Another interesting approach is proposed to solve the
problem of service chaining across multi-providers [9]. The author
formulated an objective function to minimize service cost and re-
source consumption. They modelled the problem by decomposing
it into two sub-problems which are named NF-partitioning problem
and NF-subgraph mapping problem. Moreover, they introduced a
new service model to simplify the specification of service chaining
requests. In order to solve multi-domain SFC problem, Bhamare
et al. [6] proposed an ILP problem aiming to minimize inter-cloud
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traffic and response time. Furthermore, they compared the results
with a simple greedy approach.

Most of the above literature requires a centralized orchestrator,
the global topology information or link status information. There
are also a few works employing a distributed approach. Flavio [10]
proposed the Necklace arichitecture to deploy SFC with conver-
gence and performance guarantees. Although Necklace provides
a fully distributed approach, it inevitably requires some global in-
formation such as the maximum utility on each single node. Also,
sharing the same host node among multiple SFCs leads to a slower
convergence time which negatively impact the decision-making
time. Kiril [4] proposed an approach to federate multiple domains
by employing distributed ledger technologies. However, it takes
around 5 seconds for single service federation without considering
the deployment time. In [1], Ahmed proposed DistNSE, a distributed
framework for service chain embedding across multi-domains. Dis-
tNSE employs a bidding mechanism to partition SFC. However,
DistNSE chooses to enumerate all the paths between the peering
nodes in each domain to find optimal mapping solution. There-
fore, this approach requires excessive time to make decision which
significantly influences the scalability.

Unlike aforementioned works, the design of DFSC merely re-
quires the inter-domain paths and border nodes information to pre-
serve the domain autonomy. The proposed distributed algorithm
provides fast runtime and scalability for large-scale network.

3 SYSTEM MODEL
3.1 Physical Network
The network is modelled as a graph G = (V, E), where V =

{𝑣1, 𝑣2, ..., 𝑣𝑉 } is the set of all nodes and E = {𝑒1, 𝑒2, ..., 𝑒𝐸 } is the
set of all edges or network links. We use M = {𝑚1,𝑚2, ...,𝑚𝑀 } to
denote the set of all clouds in the network. In this work, every node
inV is regarded as a cloud. A cloud can host NF instances on their
Virtual Machines (VMs), containers or physical hosts. For a cloud𝑚,
there are several fields {𝑚.𝑐𝑝𝑢,𝑚.𝑚𝑒𝑚,𝑚.𝑑𝑜𝑚𝑎𝑖𝑛,𝑚.𝑡𝑖𝑒𝑟 },𝑚.𝑐𝑝𝑢

and 𝑚.𝑚𝑒𝑚 denote the maximum CPU and memory capacity of
cloud𝑚. We use𝑚.𝑑𝑜𝑚𝑎𝑖𝑛 to denote the domain id of the cloud,
and 𝑚.𝑡𝑖𝑒𝑟 to denote the tier of the cloud (i.e., tier 1, tier 2 and
tier 3). Each link in E has a capacity of network bandwidth. By
P = {𝑝1, 𝑝2, ..., 𝑝𝑃 } we denote all paths in the network.

3.2 Service Function Chaining Model
We use R to denote the set of all SFC requests. Each request is
defined by an 8-tuple 𝑟 =

{
𝑠𝑟𝑐, 𝑑𝑠𝑡,N ,Ψ𝑏𝑤 ,Ψ𝑡𝑟 , 𝑙𝑡𝑑 ,𝑇𝑡 , 𝐷𝑑

}
where

𝑠𝑟𝑐 and 𝑑𝑠𝑡 are the ingress and egress node andN = {𝑛1, 𝑛2, ..., 𝑛𝑁 }
is the set of NF in predefined order. Every NF 𝑛 has several proper-
ties {𝑡𝑦𝑝𝑒, 𝑐𝑝𝑢,𝑚𝑒𝑚}. The property 𝑛.𝑡𝑦𝑝𝑒 represents the NF type
such as load balancer or firewall. 𝑛.𝑐𝑝𝑢 and 𝑛.𝑚𝑒𝑚 denote the re-
quired CPU and memory resources, respectively. Ψ𝑏𝑤 denotes the
required bandwidth, Ψ𝑡𝑟 the required traffic rate and 𝑙𝑡𝑑 the maxi-
mum tolerated delay. 𝐷𝑑 and𝑇𝑡 are the domain and tier constraints,
respectively.

3.3 SFC Request Affinity
As aforementioned, network operators could have demands for
specific constraints on domain and tier due to their operational
concerns such as specific hardware or location. Understanding the
complexity of such fine-grained constraints is vitally important
to influence the future development of SFC services. We define
domain and tier constraints by employing the idea of affinity or
anti-affinity rules as follows.

𝑇𝑡 =



1 indicates SFC request
to be deployed at tier t.

−1 prevents SFC request to be
deployed at tier t.

0 otherwise.

(1)

𝐷𝑑 =



1 indicates SFC request to be
deployed at domain d.

−1 prevents SFC request to be
deployed at domain d.

0 otherwise.

(2)

These constraints can be easily adapted to include different gran-
ularities such as a set of SFCs, one SFC or one NF. In this paper, we
only discuss constraints in the SFC granularity.

4 PROBLEM DESCRIPTION
In geo-distributed multi-domain networks, service providers search
for solutions to deploy SFC requests under constraints. The selec-
tion of the clouds and the routing path are, for example, subject to
resource availability, resource costs and a bound on the maximum
tolerated delay. The problem examined in this paper is to find a
placement that minimizes the overall deployment cost while meet-
ing the constraints. This problem is formulated as an ILP problem
in this section. All symbols and variables are listed in Table 1.

4.1 Problem Statement
The provisioning of an SFC request comes with a monetary cost.
When running a chain over geographically distributed clouds, re-
source costs are caused by consuming computing resources in
clouds, and traffic routing costs are incurred by the usage of band-
width while steering traffic through the chain.

Given a set of SFC requests, our goal is to minimize the overall
deployment cost of the request. The deployment cost 𝐶 of one SFC
request consists of two components: the resource cost 𝐶𝑅 and the
traffic routing cost 𝐶𝑇 .

𝐶 = 𝐶𝑅 +𝐶𝑇 (3)
Instead of computing the deployment cost for a given time interval,
we study the deployment cost per second.
4.1.1 Resource Cost.

Implementing an SFC request costs computing resources. We
consider CPU and memory and define the resource cost 𝐶𝑅 as

𝐶𝑅 =
∑︁
𝑛𝑖 ∈N

∑︁
𝑚∈M

(𝛽𝑐𝑝𝑢
𝑑

𝑐
𝑐𝑝𝑢
𝑛𝑖 𝑦

𝑛𝑖
𝑚 + 𝛽𝑚𝑒𝑚

𝑑
𝑐𝑚𝑒𝑚
𝑛𝑖

𝑦
𝑛𝑖
𝑚 ) (4)
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where 𝛽𝑐𝑝𝑢
𝑑

and 𝛽𝑚𝑒𝑚
𝑑

are the costs of using one unit of CPU or
memory in domain 𝑑 , respectively. 𝑐𝑐𝑝𝑢𝑛𝑖 and 𝑐𝑚𝑒𝑚

𝑛𝑖
are the amount

of CPU and memory required by NF 𝑛𝑖 . Finally, 𝑦𝑛𝑖𝑚 is an indicator
variable which is 1 if NF 𝑛𝑖 is deployed on cloud𝑚, and 0 otherwise.
4.1.2 Traffic Routing Cost.

When network traffic is routed through a chain across multiple
domains, routing costs can incur for the network links usage [27]
[20]. The cost is caused by the total bandwidth consumed on virtual
links that are deployed on physical links. Since this cost is deter-
mined by the routing between source and target cloud, we use a
unified cost parameter 𝑐𝑝 to denote the overall traffic routing cost
of one unit of traffic when using path 𝑝 . The traffic routing cost𝐶𝑇
of one SFC request is defined as follows.

𝐶𝑇 =
∑︁
𝑝∈P

𝑐𝑝Ψ
𝑡𝑟𝑦

𝑠𝑟𝑐,𝑛1
𝑝 +

∑︁
𝑝∈P

∑︁
𝑛𝑖 ,𝑛 𝑗 ∈N

𝑐𝑝Ψ
𝑡𝑟𝑦

𝑛𝑖 ,𝑛 𝑗

𝑝

+
∑︁
𝑝∈P

𝑐𝑝Ψ
𝑡𝑟𝑦

𝑛𝑁 ,𝑑𝑠𝑡
𝑝 .

(5)

Ψ𝑡𝑟 denotes the traffic rate of the request. 𝑐𝑝 is the unified traffic
routing cost parameter which is proportional to the geographical
distance. 𝑦𝑛𝑖 ,𝑛 𝑗

𝑝 is the indicator variable which is 1 if path 𝑝 is used
between NF 𝑛𝑖 and 𝑛 𝑗 , and 0 otherwise. Hence, 𝑦𝑠𝑟𝑐,𝑛1

𝑝 indicates
whether path 𝑝 is used to connect the ingress node with the first
NF, and 𝑦𝑛𝑁 ,𝑑𝑠𝑡

𝑝 indicates whether path 𝑝 is used to connect the last
NF in the request with the egress node.

4.2 SFC Orchestration Problem In
Heterogeneous Multi-domain Networks

In this paper, we consider the SFC orchestration as an online prob-
lem which means that the SFC requests are processed one by one.

Problem 1. Given the domain and tier constraints, the amount of
resources available at each cloud, the amount of CPU and memory
required by the NF components, the problem is to find the placement
for the NFs and the subsequent traffic route that minimizes the de-
ployment cost.

minimize 𝐶 = 𝐶𝑅 +𝐶𝑇 (6)
The problem is subject to a number of constraints.
The CPU and memory requirements must not exceed the re-

maining CPU capacity 𝐶𝑐𝑝𝑢
𝑚 and memory capacity 𝐶𝑚𝑒𝑚

𝑚 on cloud
𝑚. ∑︁

𝑛𝑖 ∈N
𝑐
𝑐𝑝𝑢
𝑛𝑖 𝑦

𝑛𝑖
𝑚 ≤ 𝐶

𝑐𝑝𝑢
𝑚 , ∀𝑚 ∈ M (7)∑︁

𝑛𝑖 ∈N
𝑐𝑚𝑒𝑚
𝑛𝑖

𝑦
𝑛𝑖
𝑚 ≤ 𝐶𝑚𝑒𝑚

𝑚 , ∀𝑚 ∈ M (8)

The required bandwidth amount must not exceed the remaining
bandwidth capacity 𝐶𝑏𝑤

𝑝 on path 𝑝 .∑︁
𝑝∈P

∑︁
𝑛𝑖 ,𝑛 𝑗 ∈N

Ψ𝑏𝑤𝑦
𝑛𝑖 ,𝑛 𝑗

𝑝 ≤ 𝐶𝑏𝑤
𝑝 (9)

Also, each NF in the request can only be assigned once.∑︁
𝑚∈M

𝑦
𝑛𝑖
𝑚 ≤ 1 (10)

Table 1: Symbols and Variables

Symbols and Variables Description

Physical Network
G = (V, E) Physical network graph.
R = {𝑟1, 𝑟2, ..., 𝑟𝑅 } All SFC requests.
M = {𝑚1,𝑚2, ...,𝑚𝑀 } All cloud data centers.
V = {𝑣1, 𝑣2, ..., 𝑣𝑉 } All nodes in the network.
E = {𝑒1, 𝑒2, ..., 𝑒𝐸 } All physical links in the network.
P = {𝑝1, 𝑝2, ..., 𝑝𝑃 } All paths in the network.
𝐶
𝑐𝑝𝑢
𝑚 ,𝐶𝑚𝑒𝑚

𝑚 Remaining CPU and memory
capacity in cloud𝑚.

𝐶𝑏𝑤
𝑝 Remaining bandwidth capacity

on path 𝑝 .

SFC Graph
𝑠𝑟𝑐 Ingress point of the SFC request.
𝑑𝑠𝑡 Egress point of the SFC request.
N = {𝑛1, 𝑛2, ..., 𝑛𝑁 } All NFs in the SFC request.
𝑚.𝑐𝑝𝑢,𝑚.𝑚𝑒𝑚 Total capacity of CPU and

memory on cloud𝑚.
𝑐
𝑐𝑝𝑢
𝑛𝑖

, 𝑐𝑚𝑒𝑚
𝑛𝑖

Amount of CPU and memory
required by NF 𝑛𝑖 .

Ψ𝑏𝑤 Required bandwidth.
Ψ𝑡𝑟 Required traffic rate.
𝑙𝑡𝑑 Maximum tolerated delay.
𝑙𝑑 End to end delay of given SFC.
𝐷𝑑 Domain constraint.
𝑇𝑡 Tier constraint.

Parameters
𝛽
𝑐𝑝𝑢

𝑑
Resource cost of one unit of CPU
in domain 𝑑 .

𝛽𝑚𝑒𝑚
𝑑

Resource cost of one unit of
memory in domain 𝑑 .

𝑐𝑝 Traffic routing cost parameter
of path 𝑝 .

Binary Variables
𝑦
𝑛𝑖
𝑚 Indicator if NF 𝑛𝑖 is hosted on

cloud𝑚.
𝑦
𝑛𝑖 ,𝑛 𝑗
𝑝 Indicator if traffic from NF 𝑛𝑖

to 𝑛 𝑗 is routed through path 𝑝 .

The end to end delay of the path for SFC request must meet the
constraint of the maximum tolerated delay.

𝑙𝑑 ≤ 𝑙𝑡𝑑 (11)
where 𝑙𝑑 denote the end to end delay of the request.

Finally, we phrase the domain and tier constraints for an SFC. If
the SFC request includes a tier affinity constraint specifying tier 𝑡 ,
the request must be deployed at tier 𝑡 .

if 𝑇𝑡 = 1,
∑︁

𝑚∈M𝑡

𝑦
𝑛𝑖
𝑚 = 1, ∀𝑛 ∈ N (12)

where M𝑡 is the set of clouds that belongs to tier 𝑡 .
If the SFC request includes a tier anti-affinity constraint specify-

ing tier 𝑡 , the request must not be deployed at tier 𝑡 .

if 𝑇𝑡 = −1,
∑︁

𝑚∈M𝑡

𝑦
𝑛𝑖
𝑚 = 0, ∀𝑛 ∈ N (13)
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Figure 2: The workflow of DFSC

If the SFC request includes a domain affinity constraint specify-
ing domain 𝑑 , the request must be deployed at domain 𝑑 .

if 𝐷𝑑 = 1,
∑︁

𝑚∈M𝑑

𝑦
𝑛𝑖
𝑚 = 1, ∀𝑛 ∈ N (14)

where M𝑑 is the set of clouds that belongs to domain 𝑑 .
If the SFC request includes a domain anti-affinity constraint

specifying domain 𝑑 , the request must not be deployed at domain
𝑑 .

if 𝐷𝑑 = −1,
∑︁

𝑚∈M𝑑

𝑦
𝑛𝑖
𝑚 = 0, ∀𝑛 ∈ N (15)

This cost minimization problem is NP-hard because the classical
minimum knapsack problem (MKP), which is known to be NP-hard,
can be reduced to it [27].

5 DISTRIBUTED FEDERATED SERVICE
CHAINING

In this section, we elaborate the distributed federated service chain-
ing algorithm. The proposed algorithm is designed to find solutions
for Equation 6. The aim of this algorithm is to distribute the decision-
making process to multiple domain orchestrators and preserve the
autonomy of domains. A global orchestrator is not required. Thus,
the current network configuration will not be changed.

Figure 2 shows the workflow of our proposed algorithm. In this
work, we assume that each domain has a domain orchestrator which

Dst

Domain 1

Domain 2
Domain 3

Domain 4

Src

(a) The physcial network

Dst

Domain 1

Domain 2
Domain 3

Domain 4

Src

(b) The aggregated graph

Figure 3: Topology aggregation

is aware of all the intra-domain information but has only limited
information about other domains (e.g., the inter-domain link to
other domains). When an SFC request arrives at a domain, the
ingress orchestrator partitions the request into sub-requests. In the
example shown in Figure 1, the chain of the SFC request starts in
Domain C and ends in Domain A. Hence, Orchestrator C is the
ingress orchestrator for this request. Subsequently, Orchestrator A
and B are referred as peer orchestrators.

The ingress orchestrator builds an aggregated graph including
inter-domain links and aggregated nodes. It employs the 𝑘-shortest
path algorithm [24] in the aggregated graph and decides how to
assign the NFs to the different domains. The 𝑘-shortest path al-
gorithm provides several candidate paths which helps to avoid
resource bottlenecks at the cost of only a slight increase in runtime.
Subsequently, the decision is sent to peer orchestrators. Finally, each
peer orchestrator finds a solution within their own domain and
sends deployment results back to the ingress orchestrator. Details
are provided in the following subsections.

5.1 Constructing Aggregated Graph
Privacy is always a paramount concern in multi-domain networks
[16]. Hence, we assume that only border nodes (nodes connected to
a inter-domain link) are visible to other peer orchestrators. This can
be achieved by the Border Gateway Protocol [1]. In Figure 3(a), grey
nodes represent the border nodes, and the link that traverses two
domains is an inter-domain link. Thus, the intra-domain network
connectivities and topologies are regarded as confidential informa-
tion of each domain. In this setup, domain internal information are
well preserved.

The aggregated graph consists of inter-domain links, border
nodes and logical intra-domain links. As shown in Figure 3(b), the
grey nodes represent border nodes. Then, the solid and dotted lines
denote the inter-domain and logical links, respectively. The white
nodes represent the ingress and egress node of the SFC request.
The aggregated graph is derived from the physical network by
employing Full-Mesh aggregation [18]. The approach is to only
keep the border nodes and remove other nodes. Then, each pair
of border nodes in the same domain is connected by a logical link.
The latency 𝑙𝑑 and traffic routing cost parameter 𝑐𝑝 of logical link
are temporarily set to 0 in the aggregation phase because such
information is regarded as confidential. In the aggregation graph,
there are enough information for the ingress orchestrator to make
first-phase decision.



UCC ’21, December 6–9, 2021, Leicester, United Kingdom Chen Chen, Lars Nagel, Lin Cui and Posco Tso

5.2 Distributed Federated Service Chain
Placement

In this subsection we explain how to find solutions with the dis-
tributed framework. The pseudocode of DSFC algorithm is shown
in Algorithm 1. First, the aggregated graph is constructed by the
ingress orchestrator when the SFC request arrives. Then, the ingress
orchestrator employs the 𝑘-shortest path algorithm to find 𝑘 candi-
date paths from 𝑠𝑟𝑐 to 𝑑𝑠𝑡 based on traffic routing cost [24]. Also,
the ingress orchestrator assigns NFs to domains on the candidate
path according to the resource cost parameter 𝛽𝑐𝑝𝑢

𝑑
and 𝛽𝑚𝑒𝑚

𝑑
. Fi-

nally, each peer orchestrator invokes Algorithm 2 which strives to
find a solution for intra-domain placement. If the first intra-domain
placement fails, the algorithm will try to deploy the request on the
second candidate path until all candidate paths fail.

Algorithm 1 Distributed Federated Service Chaining Placement

1: Input: SFC request 𝑟 , resource cost parameter 𝛽𝑐𝑝𝑢
𝑑

and 𝛽𝑚𝑒𝑚
𝑑

of each domain, traffic routing cost parameter 𝑐𝑝 .
2: Output: Routing path, hosted nodes, deployment cost.
3: Construct aggregated graph G𝑎 = (V𝑎, E𝑎);
4: Find 𝑘-shortest path P𝑘 = 𝑝1, 𝑝2, ..., 𝑝𝑘 according to traffic

routing cost;
5: while 𝑝 ∈ 𝑃𝑘 ≠ ∅ do
6: if Ψ𝑏𝑤 > 𝐶𝑏𝑤

𝑝 then
7: continue;
8: end if
9: Sort the set of domains on the path 𝑝 based on 𝛽

𝑐𝑝𝑢

𝑑
and

𝛽𝑚𝑒𝑚
𝑑

;
10: for 𝑛 ∈ N do
11: Find the available domain 𝑑 with lowest
12: resource cost;
13: Check the domain constraint;
14: Assign the NF to 𝑑 ;
15: end for
16: for each domain 𝑑 on path 𝑝 do
17: Call Algorithm 2 on peer orchestrators;
18: if Algorithm 2 fails then break;
19: end if
20: end for
21: if All NF are assigned then
22: return Routing path, hosted nodes, the
23: deployment cost;
24: end if
25: end while
26: return Deployment failure.

The DFSC algorithm is initialized in line 1 in Algorithm 1. Then,
line 3-15 and line 21-26 are executed on the ingress orchestrator
while line 16-20 is carried out on peer orchestrators. Line 3 is to
construct the aggregated graph. In line 4, the 𝑘-shortest path al-
gorithm calculates the candidate paths. In line 6-8, the bandwidth
requirement is checked. In line 9, the ingress orchestrator sorts
all related domains. For simplicity, we take the sum of 𝛽𝑐𝑝𝑢

𝑑
and

𝛽𝑚𝑒𝑚
𝑑

as the sorting criteria. Then, the ingress orchestrator iterates
over all domains which have enough resource capacity to host the

NF. Next, a feasible domain with lowest resource cost is selected
and the corresponding NF is assigned to the domain. In line 17,
Algorithm 2 is called. Finally, the ingress orchestrator checks the
deployment and return the result in line 21-26.

Algorithm 2 describes the intra-domain deployment which is
parallelly executed on each peer orchestrator. In line 3, 𝑘-shortest
path algorithm is employed to find candidate paths within a single
domain. Subsequently, in line 4-11 we search for the first available
cloud to host the NF.When all assigned NFs in this domain is hosted,
the peer orchestrator sends the result to the ingress orchestrator.
If all candidate paths are iterated, but some NFs are not able to be
hosted. Then, the intra-domain deployment fails and sends message
to the ingress orchestrator.

Algorithm 2 Intra-domain Deployment

1: Input: Assigned NFs N𝑑 for domain 𝑑 , single domain graph
G𝑑 = (V𝑑 , E𝑑 ).

2: Output: Routing path 𝑝𝑑 in G𝑑 , a set of nodes Vℎ that host
NFs.

3: Find 𝑘-shortest paths P𝑘 = 𝑝1, 𝑝2, ..., 𝑝𝑘 according to traffic
routing cost in G𝑑 ;

4: while 𝑝 ∈ 𝑃𝑘 ≠ ∅ do
5: if Ψ𝑏𝑤 > 𝐶𝑏𝑤

𝑝 then
6: continue;
7: end if
8: for Each 𝑛𝑖 in N𝑑 do
9: Find the node 𝑣 on 𝑝 with enough computing resources;
10: Check the tier constraint;
11: Assign the NF to 𝑣 ;
12: end for
13: if all NFs are assigned then
14: return 𝑝𝑑 and Vℎ ;
15: end if
16: end while
17: return Intra-domain deployment failure.

6 EVALUATION
6.1 Evaluation environment
We have implemented DFSC and SFCO-AMD in Network Simulator
3 (NS3) and conducted our experiments on a server with Intel(R)
Core(TM) i5-8265 CPU 1.60 GHz and 8 GB RAM. Each SFC request
contains varying number of Network Functions randomly chosen
from 5 extensively studied Network Functions (i.e., Firewall, Proxy,
NAT, IDS and Load Balancer). The numbers of cores for one cloud,
ISP cloud and edge cloud are 1000, 500, and 200, respectively. The
memory capacities for one cloud, ISP cloud and edge cloud are
1000GB, 500GB and 200GB, respectively. The bandwidth capacities
for inter-domain and intra-domain links are set to 1000Mbps and
500Mbps, respectively. The propagation delay is randomly selected
between 2ms and 10ms for every link. In the simulation, the ingress
nodes, the egress nodes and NFs in SFC requests are all randomly
selected. For each NF, the number of CPU cores is randomly selected
from (1,10). The memory requirement is set as numbers distributed
randomly between (1,20) GB. Then, we set up some simulation
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(a) Topolgy Agis (b) Topology Internode

Figure 4: Topology in the simulation

parameters according to some similar papers [19], [21]. The number
of NFs in the chain are set to 3. The traffic rate requirement is set
between 100kbps and 500kbps. Also, the domain and tier constraints
are randomly created. The value 𝑘 for 𝑘-shortest path is empirically
selected as 8. The reason behind this setup is that the acceptance
does not significantly increase when the value of 𝑘 is greater than
8.

To benchmark the performance of DFSC with the optimal so-
lution, we have used an ILP solver Gurobi to obtain the offline
optimum of the cost minimization problem by solving Equation 6.

In addition, we have also compared the performance of DFSC
with SFCO-AMD in various topologies. First, the SFCO-AMD ap-
proach employs a centralized orchestrator to averagely partition
SFC requests into several sub-requests. Then, each sub-request is
deployed within a single domain. This algorithm is implemented
in the experiment to compare with DFSC algorithm. We adapted
it to the proposed network architecture by introducing affinity-
constraints. Finally, we calculated the deployment cost from the
result of SFCO-AMD approach.

The cost settings are randomly selected from a price ranges
set around Amazon instance prices [2]. The cost for one CPU per
second ranges from $0.001 to $0.005. The cost for one GB of memory
per second ranges from $0.001 to $0.004. The cost for sending
one Mbit over one link ranges from $0.02 to $0.05. Moreover, the
maximum tolerated end to end delay is randomly selected between
50 ms and 100 ms.

6.2 Evaluation results
6.2.1 Performance Comparison Between Gurobi and heuristics.
In this subsection, we compared the performance of DFSC, SFCO-
AMD and the ILP solver to study the optimality gap. The network
topology is a US backbone network named Agis from the Internet
Topology Zoo [17], as shown in Figure 4(a). The topology consists
of 25 nodes and 30 links. We divided the nodes into 6 domains
based on geo-distance. Then we randomly created different tiers
for nodes. In order to evaluate the performance of Algorithm 1, we
compared it with the optimal solution from Gurobi. Specifically,
given a SFC request, the solver searches for hosting clouds and
traffic routing paths that minimize the cost in Equation 6.

The cost raio is the ratio of cost achieved by heuristics (DFSC and
SFCO-AMD) to that achieved by the offline minimum. Figure 5(a)
and 5(b) shows that the DFSC algorithm stays within 1.1 times to the
optimal solution in terms of CPU cost and memory cost. Whereas,

(a) CPU cost ratio (b) Memory cost ratio

(c) Traffic routing cost ratio (d) Total cost ratio

Figure 5: Number of requests vs. cost ratio in topology Agis

the SFCO-AMD approach only stays within 1.6 times to the optimal.
From Figure 5(c) it is apparent that the DFSC is outperformed by 20%
comparing with SFCO-AMD approach. This is because, DFSC needs
to make trade-off between computing resource cost and routing
cost so as to minimize the overall cost. Also, SFCO-AMD performs
better than the Gurobi solver in terms of traffic routing cost, because
Gurobi only aims to find the optimum of overall deployment cost.
Finally, in Figure 5(d) the overall deployment cost of DFSC varies
between 1.05 and 1.15 times to the optimum. However, the SFCO-
AMD approach varies between 1.1 and 1.3 times to the optimum.
Hence, the DFSC approach performs better in terms of overall
deployment cost. Therefore, the DFSC approach can effectively find
a near-optimal solution.

Table 2: Decision Making Time

Number of DFSC SFCO-AMD Gurobi
requests

3 0.6s 26.8s 201s
6 1.49s 36.9s 505s
9 3.6s 71.7s 903.2s
12 3.76s 85s 1441.3s
15 5.44s 109.9s 1978.8s
18 5.75s 127s 2958.6s
21 6.99s 157.1s 3783.2s
24 9.76s 170.91s 4857.8s
27 9.74s 177.1s 4192s
30 11.3s 221.9s 5673.9s
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Figure 6: The DFSC/SFCO-AMD cost ratio in topology Intern-
ode

After that, Table 2 shows the average execution times of DFSC,
SFCO-AMD and Gurobi. The execution time is measured by record-
ing the running time of the algorithm. The DFSC algorithm provides
solutions that are 1.15 times within the optimum and the execution
time is several order of magnitude faster than Gurobi. Moreover,
DFSC is at least one order of magnitude faster than SFCO-AMD.
6.2.2 Evaluation of DFSC and SFCO-AMD approach.
In this subsection, we compared the performance of DFSC ap-
proach and the SFCO-AMD approach. The SFCO-AMD approach is
regarded as baseline. Since the integer programming solver has diffi-
culties to identify feasible solutions in a reasonable amount of time,
we did not implement Gurobi for the Internode topology in this sub-
section. Figure 6 illustrates the cost ratio of CPU cost, memory cost,
traffic routing cost and deployment cost in the Topology Internode
with 66 nodes and 75 links. The topology is illustrated in Figure 4(b)
and divided into 9 domains. Each domain includes several nodes.
Also, the number of requests increases from 10 to 100. Then, we cal-
culated the average cost per request and the acceptance rate. From
the Figure 6, we observed that the DFSC approach outperforms the
SFCO-AMD approach by 12% in terms of total deployment cost.
Also, the DFSC approach reduces the memory cost up to 26%. How-
ever, the SFCO-AMD approach outperforms the DFSC approach by
11 % in terms of traffic routing cost. This is because, DFSC needs to
make trade-off between traffic routing cost and computing resource
cost so as to minimize the overall cost. Since the DFSC algorithm
always outperforms the SFCO-AMD approach in deployment cost,
the effectiveness of our DFSC distributed approach is proved.

Then, we continued to investigate the decision-making time of
both algorithms. We conducted the experiment in Internode topol-
ogy with different numbers of requests. The result is depicted in
Figure 7(a). As the number of SFC requests increases, the decision-
making time for both algorithm rises. It is apparent that the DFSC
algorithm performs better in each case. The decision-making time
of the DFSC algorithm increases slowly while it rapidly grows in
the case of SFCO-AMD. This is because the decision of DFSC is
supported by several parallel orchestrators which significantly re-
duces the workload for each orchestrator and provides efficient
scalability. Moreover, the DFSC algorithm employs 𝑘-shortest path

(a) Decision-making time (b) Acceptance rate

Figure 7: The comparison of decision-making time and ac-
ceptance rate

(a) CDF of deployment cost (b) CDF of end to end delay

Figure 8: CDF of deployment cost and delay

algorithm which consumes much less time than searching all candi-
date paths in SFCO-AMD approach. Then, Figure 7(b) demonstrates
the acceptance rate over distinct number of requests. As the num-
ber of requests increases, the acceptance rate falls slightly in both
cases. This is because, resource bottlenecks emerge and prevent
SFC requests to be deployed. However, the DFSC approach still
outperforms the SFCO-AMD approach by 12% in average.

Figure 8(a) shows the percentage of requests deployed as a func-
tion of the deployment cost. While SFCO-AMD deploys only 60%
of the SFC requests within $0.11, DFSC deploys 80% of the requests.
Finally, Figure 8(b) shows the CDF of the end to end delay. We dy-
namically routed traffic through SFC when one request is deployed.
Then, the end to end delay of each SFC is dynamically measured by
sending one packet from ingress to egress node. The SFCO-AMD
algorithm outperforms the DFSC approach, where 98% of SFC re-
quests experience less than 35 ms delay. However, only 87% SFC
requests of the DFSC algorithm got less than 35 ms delay. There
are two reasons for this finding. Since the DFSC approach achieved
higher acceptance rate, more traffic is introduced in the network
which could cause higher delay. Second, the DFSC approach could
select a longer routing path to reduce the overall cost.
6.2.3 Acceptance rate over k value.
As shown in Table 3, we investigated the relationship between
acceptance rate and the 𝑘 value of the 𝑘-shortest path algorithm
in Algorithm 1. The 𝑘 value specifies how many candidate paths
the 𝑘-shortest path algorithm returns. To clearly demonstrate the
performance change, we reduced the numbers of CPU cores to 100,
50 and 20, respectively. Then we reduced the memory capacity of
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Table 3: DFSC performance under different 𝑘 value

Value of 𝑘 Acceptance rate Decision-making
time

1 73% 17.0s
2 74% 17.6s
3 75% 18.3s
4 75% 19.1s
5 75% 20.4s
6 78% 21.1s
7 78% 21.9s
8 79% 21.5s

different tiers to 100GB, 50GB and 20GB, respectively. The band-
width capacity for inter and intra-domain links shrank to 100Mbps
and 50Mbps. The experiment was still executed in topology Intern-
ode. We conducted 8 experiments in which 𝑘 increases from 1 to
8 with step size 1. Each time 100 SFC requests are delivered to the
network.

As shown in Table 3, when 𝑘 value increases from 1 to 8, the
acceptance rate increases from approximately 73% to 79%. This is
because, higher𝑘 value indicates more candidate paths for the DFSC
algorithm which is used to search for less used links and nodes to
accommodate SFC requests. Therefore, the orchestrator is more
likely to place the request and leverage the acceptance rate. Also,
Table 3 demonstrates the execution time under different number
of value 𝑘 . We can see that the execution time increases slightly
when the value of 𝑘 increases. This is because, the 𝑘-shortest path
algorithm spends more time to search for candidate paths.

7 CONCLUSION
In this paper, we formulated a cost minimization problem for de-
ploying service function chains in multi-domain networks under
affinity constraints. We proposed DFSC, a distributed and scalable
scheme to solve this problem. DFSC preserves the autonomy and
privacy of each domain by using a minimal amount of network
information. Scalability and decision-making time are improved by
using a distributed algorithm. The inclusion of affinity constraints
for domains and tiers allows to respect potential location and hard-
ware dependencies of service functions.

Our extensive experiments demonstrate that DFSC reduces the
deployment cost by 12%while the decision-making time is one order
of magnitude faster than the SFCO-AMD approach. The proposed
algorithm also has a 12% higher acceptance rate at the cost of an
end-to-end latency increase by 5ms. As a part of our future work
we plan to verify the proposed framework in a Mininet emulator
and a real-world testbed.
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